
TELKOMNIKA Telecommunication, Computing, Electronics and Control 

Vol. 18, No. 3, June 2020, pp. 1310~1318 

ISSN: 1693-6930, accredited First Grade by Kemenristekdikti, Decree No: 21/E/KPT/2018 

DOI: 10.12928/TELKOMNIKA.v18i3.14753  1310 

  

Journal homepage: http://journal.uad.ac.id/index.php/TELKOMNIKA 

UNet-VGG16 with transfer learning  

for MRI-based brain tumor segmentation 
 

 

Anindya Apriliyanti Pravitasari1, Nur Iriawan2, Mawanda Almuhayar3, Taufik Azmi4,  

Irhamah5, Kartika Fithriasari6, Santi Wulan Purnami7, Widiana Ferriastuti8 
1,2,3,4,5,6,7Department of Statistics, Institut Teknologi Sepuluh Nopember, Indonesia 

1Department of Statistics, Universitas Padjajaran, Indonesia 
8Department of Radiology, Universitas Airlangga, Indonesia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Aug 15, 2019 

Revised Jan 29, 2020 

Accepted Feb 26, 2020 

 A brain tumor is one of a deadly disease that needs high accuracy in its 

medical surgery. Brain tumor detection can be done through magnetic 

resonance imaging (MRI). Image segmentation for the MRI brain tumor aims 

to separate the tumor area (as the region of interest or ROI) with a healthy 
brain and provide a clear boundary of the tumor. This study classifies the ROI and 

non-ROI using fully convolutional network with new architecture, namely  

UNet-VGG16. This model or architecture is a hybrid of U-Net and VGG16 with 

transfer Learning to simplify the U-Net architecture. This method has a high 
accuracy of about 96.1% in the learning dataset. The validation is done by 

calculating the correct classification ratio (CCR) to comparing the segmentation 

result with the ground truth. The CCR value shows that this UNet-VGG16 could 

recognize the brain tumor area with a mean of CCR value is about 95.69%. 
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1. INTRODUCTION 

A brain tumor is the 15th deadly disease in Indonesia compared to all types of cancer. According to 

the WHO, there were 5,323 cases of brain and nervous system tumors in Indonesia with 4,229 mortality cases 

during 2018 [1]. Due to this reason, a brain tumor is considered to be an important topic. Detection of brain 

tumor could be done under the medical equipment called magnetic resonance imaging or MRI. General 

Hospital (RSUD) Dr. Soetomo Surabaya provides radiological examination services using MRI 1.5 Tesla  

and 3 Tesla. The greater the Tesla number, the better the image quality, but it’s also more costly. The MRI 

1.5 Tesla is a favorable service, since it has a minimum cost and also covered by the Indonesian 

government's social security (BPJS). However, better image quality is needed in medical treatment.  

The image segmentation is one of methodology that could provide better sight of brain tumors by separating 

the tumor area (as the region of interest or ROI) with the healthy brain and provide a clear boundary of  

the tumor. The clear boundary helps the medical treatment, especially in surgery, to running safely without 

damaging healthy parts of the brain. This study tries to segment the MRI brain tumor to give a better sight of 

the MRI image from a 1.5 Tesla machine. 

Many types of research had been developed for image segmentation. Several methods use clustering 

as the basis of modeling, while others use classification. The aim is to get the best model that could recognize 

https://creativecommons.org/licenses/by-sa/4.0/
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the tumor area more precisely. The previous studies use the clustering as the basis of segmentation are 

performed by [2] which uses the genetic algorithm and [3] which employ fuzzy clustering, Otsu method and 

K-means cluster to segment the vehicle image. The model-based clustering is performed by [4-6]  

in the form of a Finite mixture model to segment the MRI brain tumor image. Different from the previous 

studies, this study uses the classification method with Neural Network. Neural Network is used since it can 

adapt the working of human neurons in recognizing images. Previous studies done under the NN approach is 

performed by [7-9] that used the convolutional neural network (CNN) and Deep Learning for image 

segmentation. This study uses the Fully Convolutional Network (FCN) since it has great performance for 

semantic segmentation [10, 11]. 

The FCN used the U-Net architecture by the recommendation of [12]. The U-Net model can achieve 

very good performance on very different biomedical segmentation applications. This paper uses a real dataset 

from General Hospital (RSUD) Dr. Soetomo. The limited number of brain tumor patients who come to  

Dr. Soetomo, makes the number of datasets analyzed also limited. The U-Net will be hybridized with 

VGG16 architecture as its encoder (contracting) layer [13] to simplify the architecture and overcome  

the problem of small number data classification. On the other hand, the complexity of U-Net often spends  

a lot of time in its execution and is greatly affected when the computer specifications are inadequate. In view 

of these shortcomings and to give the stage of the art of this paper we perform the transfer learning in the part 

of training data in the hybrid of U-Net and VGG16. The name of this proposed model or architecture is 

UNet-VGG16 with Transfer Learning. Moreover, we try to compare the UNet-VGG16 with several scenarios 

of the U-Net model and decide the best model with the value of loss and accuracy. The correct classification 

ratio (CCR) will be calculated to compare the segmentation results from the best model with the ground truth 

as the measure of Evaluation. All the data and ground truth used in this study are passed by the medical 

approval from Dr. Soetomo Surabaya. 

 

 

2. RESEARCH METHOD 

2.1. Fully convolutional network: U-net with transfer learning 

Fully convolutional network (FCN) is one of the deep learning used in semantic segmentation. FCN 

proposed by [14] that examines pixel-to-pixel mapping and used the ground truth to determine the pixel 

class. The FCN is the development of the classical convolutional neural network (CNN). CNN consists  

of convolution, pooling, and fully-connected as the main layers, which in the FCN, the fully connected layer 

is replaced by the convolution layer. FCN, therefore, can classify every pixel in the image and give them  

the ability to make predictions on arbitrary-sized inputs. The input data is an image that consists of three 

layers namely height (ℎ), width (𝑤), and depth (𝑑). The ℎ and 𝑤 explained the spatial dimension, while 𝑑 is 

the feature or channel dimension. The image first layer has ℎ × 𝑤 dimension and 𝑑 color channel  

(𝑑 = 1 when it contains only grayscale intensity, or 𝑑 = 3 when it has red, green, and blue (RGB) 

intensities). Supposed we have input data vector 𝐱𝑖𝑗, in the location (𝑖, 𝑗) of a particular layer. We also can 

calculate the vector output y𝑖𝑗 with the following formula [14]: 

 

y𝑖𝑗 = 𝑓𝑘𝑠({𝑥𝑠𝑖+𝛿𝑖,𝑠𝑗+𝛿𝑗}, 0 ≤ 𝛿𝑖, 𝛿𝑗 ≤ 𝑘) (1) 

 

where 𝑘 is the kernel size, 𝑠 is the subsampling factor, and 𝑓𝑘𝑠  specifies the type of layer used: a matrix 

multiplication for convolution or average pooling, a spatial max for max pooling, or other types of layers. 

Applying this layer can significantly reduce the number of parameters of the network. Moreover, the network 

can learn the correlation between neighborhood pixels [15]. Figure 1 is a structural model in the FCN 

method. In Figure 1, we could see that FCN can efficiently learn to make dense predictions for per-pixel 

tasks like semantic segmentation [14]. 

Several architectures are building under FCN, this study used the U-Net architecture that firstly 

recommended by [12], which is great for biomedical image segmentation. In Figure 2, we can see  

the visualization of U-Net architecture. The U-shape of architecture is the reason behind its name. The letter 

U contains two paths. The left path is called the encoder (contracting layer) and the right path is the decoder 

(expanding layer). The encoder is a network in which the output is the feature map/ vector that holds  

the information representing the input. The decoder which has the same structure but in the opposite way,  

is a network that takes feature maps from the encoder and provides a similar match of the actual input or 

intended output. The process in the encoder path is reducing the size input matrix by increasing the number 

of the feature maps, while in the decoder path is returning the matrix to its original size by minimizing  

the number of the feature maps. The segmentation results, therefore, can be compared with the ground truth 

in every pixel. 
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Figure 1. Structure of fully convolutional network (sourced from [14]) 

 

 

 
 

Figure 2. The U-Net architecture 

(example for 32x32 pixels in the lowest resolution, sourced from [12]) 

 

 

U-Net transmits the feature map of each contract path level at the analog level of the extension path 

so that the classifier can consider features of varying scales and complexities to make its decision. Therefore, 

U-Net can learn from relatively small training sets [16]. Since its complexities, the U-Net architecture often 

spends a lot of time on its execution. In order to deal with the problem, this study tries to hybrid the U-Net 

architecture with Transfer learning. 

Transfer learning is an approach in which pre-trained models are used as a starting point for 

computer vision and language processing tasks, since the development of neural network models for these 

problems and due to the enormous leaps in qualifications requires extensive computing and time resources. 

The aim of Transfer learning is to improve learning in the target task by using the knowledge from  

the source task. Transfer learning is an effective technique for reducing training time [17]. This technique 

may be related to the development of deep learning models for image classification problems.  

Moreover, to simplifying the U-Net architecture, several architectures from CNN have been 

considered to hybrid with the U-Net, such as LeNet [18], AlexNet [19], ZFNet [20] and VGG-Net [21].  

The VGG-Net confirms that a smaller kernel size and a deep CNN can improve model performance.  

The architecture of VGG-Net as shown in Figure 3 is quite similar to the U-Net, therefore, this study chooses  

VGG-Net to replace the encoder path of U-Net as the hybrid between these two powerful architectures.  

The new architecture will be discussed in results and analysis. 
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Figure 3. The VGG16 architecture (adapted from [21]) 
 

 

This study will use the loss and accuracy to measure model performance. Loss is the value  

of error between predicted and actual value. The case with two classes in machine learning uses  

the binary cross-entropy loss function to calculate the value of loss or error [22]. The binary cross-entropy  

is provided by (2). 

 

𝐻𝑝(𝑞) = −
1

𝑁
∑ 𝑧𝑖log(𝑝(𝑧𝑖))𝑁

𝑖=1 + (1 − 𝑧𝑖)log(1 − 𝑝(𝑧𝑖)), (2) 

 

where 𝑁 is the number of data, 𝑧𝑖 is the class of classification which has the value of 0 or 1, and 𝑝(𝑧𝑖) is  

the probability of 𝑧𝑖. Accuracy is the closeness between predicted and actual value. In order to determine  

the accuracy, we use the confusion matrix as in Table 1 [22]. The formula for calculating the accuracy is 

shown by (3). 

 

accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 . (3) 

 

 

Table 1. Confusion matrix 

Actual Value 
Predicted Value 

True False 

True 𝑇𝑃 (True Positive) 𝐹𝑁 (False Negative) 

False 𝐹𝑃 (False Positive) 𝑇𝑁 (True Negative) 

 

 

2.2. Training and optimization 

The optimization used in this paper is Adaptive Moment Estimator (Adam) to estimate  

the parameters 𝑥𝑡. Adam was a combination of two method’s AdaGrad and RMSProp [23]. Adam utilizes 

two moments’ variable 𝑣𝑡 as the first moment (the mean) and variable 𝑠𝑡 as the second moment  

(the uncentered variance) of the gradients respectively. Given the hyper-parameter 0 ≤ 𝛽1 < 1 and 0 ≤ 𝛽2 < 1 

and perform an exponentially-weighted moving average (EWMA), the Adam estimator can be constructed in 

Algorithm 1 as follows [24] 

 
Algorithm 1. Adam Estimator 

 

a. Initialize the value of 𝛽1 , 𝛽2 ∈ [0,1), 𝑣0, 𝑠0, learning rate 𝜂, and stochastic objective 

function (𝑓(𝑥𝑡)) with parameters 𝑥𝑡. 

b. Calculate the gradient of 𝑓(𝑥𝑡) with following formula 
 

𝑔𝑡 = ∇𝑥𝑓𝑡(𝑥𝑡−1). (4) 

 

c. Update the first and second moment with equation (5) and (6) 

 

𝑣𝑡 = 𝛽1𝑣𝑡−1 + (1 − 𝛽1)𝑔𝑡, (5) 
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𝑠𝑡 = 𝛽2𝑠𝑡−1 + (1 − 𝛽2)𝑔𝑡  ⊙ 𝑔𝑡 (6) 

 

d. Calculate the bias correction with (7) and (8) 

 

�̂�𝑡 = 
𝑣𝑡

1−𝛽1
𝑡 , (7) 

 

�̂�𝑡 = 
𝑠𝑡

1−𝛽2
𝑡 . (8) 

 

e. Re-adjust the learning rate for each element in the model parameters using element 

operations with bias-corrected variables �̂�𝑡 and �̂�𝑡 as in following formula 

 

 𝑔′𝑡 = 
𝜂�̂�𝑡

√�̂�𝑡+𝜀
 , (9) 

 

where 𝜂 is the learning rate and 𝜀 is error criterion set to 10−8.   

f. Update the parameter 𝑥𝑡 as the (10) 

 

𝑥𝑡 = 𝑥𝑡−1 − 𝑔′𝑡, (10) 

 

g. Do step 2 to step 6 until the parameter 𝑥𝑡 is convergence. 

 

 

As in Algorithm 1, Adam used stochastic gradient descent to maintain a single learning rate for all 

weight updates. This has ensured that the learning rate does not change during the training process.  

The learning rate is maintained for each network weight (parameter) and adjusted separately as learning 

unfolds. Besides, the algorithm calculates an exponential moving average of the gradient and the squared 

gradient, with hyper-parameters 𝛽1 and 𝛽2 to control the decay rates. The initialization is set for learning rate 

 𝜂 = 0.0001, 𝛽1 = 0.9, and 𝛽2 = 0.999. The loss function used binary cross-entropy as a set up binary 

classification. The binary cross-entropy was a combination of sigmoid activation and cross-entropy loss.  

In this study, we divide data into three partitions. We do the sampling without replacement to get  

the randomized data for training, validation, and testing. The three sets are divided using a ratio of 80:10:10. 

The amount of data for each set is as Figure 4. 
 

 

 
 

Figure 4. Division of the data 
 

 

2.3. Evaluation 

Correct Classification ratio (CCR) is calculated as a measure of evaluation. CCR value is obtained to 

find out whether the ROI from segmentation results in accordance with the ground truth. The greater the CCR 

value, the better the segmentation result and vice versa. As shown in (11) is the formula of CCR [25]. 

 

𝐶𝐶𝑅 = ∑
|𝐺𝑇𝑗∩𝑆𝑒𝑔𝑗|

|𝐺𝑇|
2
𝑗=1 , (11) 

 

where 𝐺𝑇𝑗 is ground truth for non-ROI (𝑗 = 1) and ROI (𝑗 = 2). 𝑆𝑒𝑔𝑗 for 𝑗 = 1 defines pixel segmented 

based on the model as non-ROI area, meanwhile for  𝑗 = 2 describes pixel segmented as ROI  

and𝐺𝑇 =  ⋃ 𝐺𝑇𝑗
2
𝑗=1 . 

 

 

3. RESULTS AND ANALYSIS 

3.1. The proposed architecture 

U-Net is one of CNN architecture that is used specifically for image segmentation. The complexity 

of U-Net (this research has 31,031,685 parameters) impacts the time of execution and in several computers 

with the limited specification, the U-Net architecture cannot be run. To overcome this problem, we proposed 
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a new model that reduces the layer and parameter of U-Net by combining it with another architecture namely 

VGG16. The choice of VGG16 is because of its similarity to U-Net's contracted layer and its number  

of parameters is also less than U-Net. In addition, VGG16 already has weights from parameters that are 

easily accessed, so we employ these weights to this new model. 

Several models used for segmentation frequently consist of the contracting layer and the expansion 

layer. In this study, we modified the VGG16 to resemble the U-Net architecture by adding an expansive layer 

consisting of several upsampling layers and convolution layers at the end of the VGG16 architecture. This is 

done until the overall architecture of the model is symmetrical and resembles the shape of the letter U. 

Therefore, in the architecture of the UNet-VGG16 model, we will have a contracting layer, which is  

the VGG16, and the expansion layer that will be added later. With this new architecture, the parameters will 

be reduced to 17,040,001 with trainable parameters is about 2,324,353. 

The MRI brain tumor image will be trained using the UNet-VGG16 model with the Transfer 

Learning method. This method freezes the contraction layer in UNet-VGG16 so that the weighted layer is not 

updated when executing training data. Instead, we use the weight of the convolution layer of the VGG16 

model. The goal is to reduce the computing process and speed up the training time of the model. Figure 5 

shows the architecture of the proposed model, namely UNet-VGG16 with Transfer Learning, while  

Figure 6 is the process visualization of image segmentation under the new proposed architecture. 

 

 

 
 

Figure 5. The architecture of UNet-VGG16 with transfer learning 
 

 

 
 

Figure 6. The segmentation process under UNet-VGG16 with transfer learning 
 

 

3.2. Choosing the best model 

In this study, we try to compare the proposed model with the previous state of the art model. U-Net 

architecture is developed with various scenarios so that several alternative models are obtained which will 

then be compared for accuracy between one another and with the proposed model. These modification 

scenarios of U-Net are done since the original of U-Net model cannot run in our computer with  

the specification of Processor Intel Core i7, 32GB RAM, 128GB SSD, and without GPU and VRAM.  

Table 2 is a breakdown of the number of convolution layers and convolution blocks in each U-Net scenario. 

All the models build under the Python programming language with Tensorflow, Keras, and NumPy 

libraries. In the training process, we use 100 epochs and executed in a computer with processor Intel Core i7, 

32GB RAM, 128GB SSD, and without GPU and VRAM. Each epoch of the proposed model takes  

80 minutes of computer processing. It is longer than the four scenarios of U-Net since the number  

of parameters of the proposed model is more than the modified U-Net. 
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Table 2. Convolution scenario for U-Net 

Scenario 
Number of 

Conv layer Conv block Parameter Time/epoch 

Model 1 1 Conv @ block 5 block 3,929,985 23 min 

Model 2 1 Conv @ block 4 block 980,097 20 min 

Model 3 2 Conv @ block 5 block 7,862,113 34 min 

Model 4 2 Conv @ block 4 block 1,962,337 32 min 

 

 

Figure 7 demonstrates a learning curve of four U-Net scenarios compares with the UNet-VGG16 

segmentation model with Transfer Learning. Figure 7 (a) shows the comparison of the loss value of  

the U-Net and the proposed model, while Figure 7 (b) is a comparison of its accuracy. Based on this figure, it 

can be seen that during the training process with 100 epochs, the proposed model provides a minimum loss 

value and maximum accuracy compared to the four U-Net scenarios. Moreover, the loss and accuracy of  

the proposed model are faster convergent and stable with smoother movements compared to the loss and 

accuracy of U-Net models that are still volatile during the training process. Table 3 shows the overall 

performance of each model. 
 

 

 
(a) 

 
(b) 

 

Figure 7. (a) Loss and (b) accuracy from the four U-Net scenarios  

compare to UNet-VGG16 with transfer learning 
 

 

From Table 3 and Figure 7, the minimum loss and maximum accuracy are reached by the proposed 

model. Its loss value is 0.054 and the accuracy value is 0.961. Based on these results, the proposed model 

gives better performance than the four scenarios of U-Net. Since the best model belongs to UNet-VGG16 

with Transfer Learning, for the next analysis, we will use the model as the basis of MRI brain tumor 

segmentation. 

 

3.2. Segmentation results based on the best model 

 The segmentation is done to the 16-testing data under UNet-VGG16 with Transfer Learning.  

The visualization of segmentation results is described in Figure 8. This figure has shown that segmentation 

results of sample sequence could recognize the tumor area as ROI in various tumor size and location, both on 

the left or right of the brain. For the testing data, we calculate the CCR as the measure of evaluation  

and the summary is shown in Table 4. The segmentation results are approaching ground truth very well since  

the all CCR value above 90%. The CCR grand mean for all testing data is reaching 95.69%. 
 

 

Table 3. The performance comparison of each model 
Model comparison Loss Accuracy 

U-Net : 

Model 1 0.124 0.942 

Model 2 0.083 0.951 

Model 3 0.085 0.953 

Model 4 0.244 0.938 

UNet-VGG16 with TL 0.054 0.961 
 

Table 4. The summary of CCR for testing data 
Testing 

number 
CCR 

Testing 

number 
CCR 

1 0.957184 9 0.957489 

2 0.970047 10 0.965225 

3 0.916245 11 0.961166 

4 0.935806 12 0.905029 

5 0.982773 13 0.933807 

6 0.981598 14 0.928635 

7 0.979904 15 0.985748 

8 0.974136 16 0.975601 
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Figure 8. The segmentation results of 16 testing data 

 

 

4. CONCLUSION 

Based on the results and analysis we can conclude that the proposed model namely UNet-VGG16 

with Transfer Learning is running well on the computer with a processor of Intel Core i7, 32GB RAM, 

128GB SSD, and without GPU and VRAM. The proposed model has great performance compared to  

the U-Net model (in four scenarios) since it has the minimum value of loss and maximum value of accuracy. 

The segmentation results under the proposed model tend to approach the ROI target of each brain tumor MRI 

image very well. The results of segmentation from testing data were obtained by CCR value of 95.69%. 

For future research, the different architecture or convolutional block scenario could be obtained to get more 

alternative models. Not to mention that the optimum epoch is still demanded to get the optimal computing 

time for building the training model. 
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