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 Life test data analysis is a statistical method used to analyze time data until a 

certain event occurs. If the life test data is produced after the experiment has 

been running for a set amount of time, the life time data may be type I 

censored data. When conducting observations for survival analysis, it is 

anticipated that the data would conform to a specific probability distribution. 

Meanwhile, to determine the characteristics of a population, parameter 

estimation is carried out. The purpose of this study is to use the linear 

exponential loss function method to derive parameter estimators from the 

exponential distribution of two parameters on type I censored data. The prior 

distribution used is a non-informative prior with the determination technique 

using the Jeffrey’s method. Based on the research results that have been 

obtained, application is carried out on real data. This data is data on the 

length of time employees have worked before they experienced attrition with 

a censorship limit based on age, namely 58 years, obtained from the 

Kaggle.com website. Based on the estimation results, the average length of 

work for employees is 6.29427 years. This shows that employees tend to 

experience attrition after working for a relatively long period of time. 
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1. INTRODUCTION 

Employee reduction is an important issue in the world of business and human resource management. 

Employee attrition is a gradual reduction in the number of workers in a company that occurs for several 

reasons such as retirement, illness, death, termination of employment, resignation, or other reasons which are 

then not replaced [1]. This is in line with the sustainable development goals (SDGs) in point 8 (decent work 

and economic growth). Survival analysis is a statistical analysis that is useful for analyzing data related to the 

time an event occurs from the beginning until the occurrence of a certain event such as recovery, failure, or 

death [2]. Data obtained from life test observations can be complete data or censored data. Data may be 

deemed censored if it is obtained before all of the data is observed throughout its lifetime, after the 

observation period has ended, or for other reasons [3]. The type of data censorship that is often used is type I 

censorship. Type I censorship is observations that are stopped when a certain time period is reached [4]. For 

type I sensors, the research object is included in the study at the same time as the research period has been 

established [5]. There are three things in determining the timing of survival analysis, namely start point, end 

point, and measurement scale [6]. 

Apart from the concept of data censoring, in carrying out survival analysis observations the 

distribution function is also used. One distribution function that is often used and has an important role in 

https://creativecommons.org/licenses/by-sa/4.0/
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survival analysis is the exponential distribution. The exponential distribution has the role of measuring the level 

of failure that may occur in an opportunity. Bain and Engelhardt [7] based on the parameters, the exponential 

distribution is divided into two, namely the one-parameter exponential distribution and the two-parameter 

exponential distribution. 

After knowing the distribution of the data that will be used, the next step is to estimate the parameters. 

The classical approach and the Bayesian approach are the two approaches used in estimation theory to estimate 

population parameters given data distribution [8]. The Bayesian approach is an estimation method that 

combines a prior distribution and a sample distribution [9]. The Bayesian approach has several methods, one of 

which is linear exponential loss function. Parameter estimation research using the linear exponential method in 

the Bayes approach is considered good and most commonly used [10]. The expected value of the linear 

exponential loss function is minimized when using the linear exponential method for parameter estimation. 

In the Bayesian method, the parameter is treated as a random variable that has a probability 

distribution [11]. The probability distribution of unknown parameters selected based on two approaches, 

namely subjective and based on previous research is called the prior distribution. Prior distributions consist of 

two types, namely informative prior distributions and non-informative prior distributions. A non-informative 

prior distribution is a prior distribution for which no information about the parameter θ is known, one of which 

is the Jeffrey’s prior [12]. The non-informative prior distribution has a less significant influence on the posterior 

distribution, but will still have an influence on the analysis results. The analysis results from non-informative 

prior distributions are more influenced by the data, so they will provide more neutral estimates.  

Research on estimating continuous distribution parameters using a Bayesian approach to survival 

analysis was carried out by [13] which explains the use of the Bayesian linear exponential loss function 

method in estimating exponential distribution parameters on type I censored data using Jeffrey’s prior. 

Furthermore, research conducted by [14] explains the use of the Bayesian linear exponential loss function 

method in estimating exponential distribution parameters using Gamma priors. The author wishes to conduct 

research on parameter estimation from a two-parameter exponential distribution on type I censored data using 

the Bayesian linear exponential loss function method. Jeffrey’s non-informative prior is the prior distribution 

that is used. This is based on the background that was previously explained. 

  

  

2. METHOD 

2.1.  Linear exponential loss function 

Linear exponential loss function is one of the loss functions used in statistical analysis for estimation 

and forecasting problems that show exponential growth on one side of zero and almost linear on the other 

side of zero [15]. The linear exponential function shows a high degree of flexibility in measuring estimation, 

because linear exponential is able to adjust varying weights. This method has been widely used by several 

researchers, including [16], [17]. The formula for the linear exponential loss function for parameter 𝜃 is:  
 

𝑙𝑜𝑠𝑠(𝜃̂, 𝜃) = exp (𝑎(𝜃̂ − 𝜃)) − 𝑎(𝜃̂ − 𝜃) − 1, 𝑎 ≠ 0 (1) 

 

Using the linear exponential loss function, the value of the posterior expectation for parameter θ, represented 

by 𝐸𝜃 , can be expressed as (2): 
 

𝐸𝜃 (𝑙𝑜𝑠𝑠(𝜃̂, 𝜃))  = exp(𝑎𝜃̂) 𝐸𝜃(exp(−𝑎𝜃̂)) − 𝑎 (𝜃̂ − 𝐸𝜃(𝜃)) − 1 (2) 

 

where a is a control parameter that sets the magnitude of the discrepancy between the estimated and actual values.  

  

2.2.  Prior Jeffrey’s 

Non-informative prior distribution is a concept in Bayesian statistics that refers to a prior 

distribution used to describe prior knowledge about a particular parameter. A non-informative priors 

approach is important when not having sufficient knowledge or keeping the analysis results free from bias. 

One form of non-informative prior that is often used is the Jeffrey’s method [12]. As per the Jeffrey’s method 

approach [13], it is recommended that the previous distribution have a square root of the Fisher information. 

Fisher’s parameter 𝜃 for information value is defined as (3): 
 

𝐼(𝜃)  = −𝐸 [
𝜕2 ln(𝑓(𝑡))

𝜕𝜃2 ] (3) 

 

Then, a prior distribution can be formulated from Fisher information. 
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𝑃(𝜃) ∝ √𝐼(𝜃) (4) 
 

where, f(t) is the probability density function (PDF) of a two-parameter exponential distribution. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Analysis of bayes estimation 

𝑇𝑖~𝐸𝑥𝑝(𝜃, 𝜇) can be used to represent the surviving observation data, which are supposed to be 𝑇1, 

𝑇2, … , 𝑇𝑛 from a random variable T of size 𝑛 with an exponential distribution with parameters 𝜃 and 𝜇. As 

per reference Lee and Wang [18], the PDF serves as a tool to gauge the Likelihood that an individual would 

encounter a specific event during the time frame 𝑡 to (𝑡+∆𝑡). So, the PDF is [19]. 
 

𝑓(𝑡; 𝜃; 𝜇) = {
𝜃𝑒−𝜃(𝑡−𝜇);  𝑡 ≥ 𝜇, 𝜃 > 0

0 ;  𝑡 < 0
 (5) 

 

In forming the Likelihood function, a survival function formula is needed. According to Tolba [20], the 

survival function is a statistical analysis used to understand phenomena related to time. In (6) is the survival 

function of the two-parameter exponential distribution.  
 

𝑆(𝑡)  = 𝑒−𝜃(𝑡−𝜇)  (6) 
 

The random variable from type I censored data has the following Likelihood function after deriving the 

survival function formula [21]. 
 

𝐿(𝜗)  = ∏ 𝑓(𝑡𝑖)
𝛿𝑖  𝑆(𝑡𝑖)

1−𝛿𝑖𝑛
𝑖=1  (7) 

 

𝐿(𝜗)  = ∏ (𝜃𝑒−𝜃(𝑡𝑖−𝜇))
𝛿𝑖𝑛

𝑖=1 (𝑒−𝜃(𝑡𝑖−𝜇))
1−𝛿𝑖

 (8) 
 

𝐿(𝜗)  = 𝜃∑ 𝛿𝑖
𝑛
𝑖=1 𝑒−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇) (9) 

 

To generate the Likelihood function, use (7). It is therefore possible to determine the posterior distribution, 

which is denoted by 𝑃(𝜗|𝑋𝑖). 

 

3.1.1. Analysis of bayes estimation with assuming both parameters are variable 

The formula for the Likelihood function has been obtained, then the natural logarithm of the 

Likelihood function will be calculated. 
 

𝑙𝑛(𝐿(𝜗))  = 𝑙𝑛 (𝜃𝑒−𝜃(𝑡−𝜇)) (10) 
 

𝑙𝑛(𝐿(𝜗))  = 𝑙𝑛(𝜃) − 𝜃(𝑡 − 𝜇) (11) 
 

The results of 𝑙𝑛(𝐿(𝜗)) will then be used to determine the Fisher’s information value obtained from the first 

and second derivatives of 𝑙𝑛(𝐿(𝜗)). So, Fisher’s information value will be a determinant [22]. 
 

𝐼(𝜗)  = −𝐸 [

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜃2

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜃𝜕𝜇

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜇𝜕𝜃

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜇2

] (12) 

 

𝐼(𝜗)  = −𝐸 [
−

1

𝜃2 1

1 0
] (13) 

 

Based on the Fisher’s information matrix according to (4) with reference to (12), the form of the prior 

distribution can be described as (14) and (15): 
 

𝑃(𝜗) ∝ √𝑑𝑒𝑡 𝐼(𝜗)  (14) 
 

𝑃(𝜗) ∝ 1  (15) 
 

The posterior distribution in the Bayes theorem is produced by combining the Jeffrey’s prior distribution 

which was previously computed with the Likelihood function [23]. A Bayesian approach foundation for 
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statistical inference will be the posterior distribution [24]. According to Zhang and Gao [25], the posterior 

distribution denoted by 𝑃(𝜗|𝑇𝑖) has (16) to (18): 
 

𝑃(𝜗|𝑇𝑖)  =
𝐿(𝜗).𝑃(𝜗)

∫ ∫ 𝐿(𝜗).𝑃(𝜗) 𝑑𝜇 𝑑𝜃
∞

0
∞

0

 (16) 

 

𝑃(𝜗|𝑇𝑖)  =
 𝜃

∑ 𝛿𝑖𝑛
𝑖=1  𝑒

−𝜃 ∑ (𝑡𝑖
𝑛
𝑖=1 −𝜇)

.(1)

∫ ∫ 𝜃
∑ 𝛿𝑖𝑛

𝑖=1  𝑒
−𝜃 ∑ (𝑡𝑛

𝑖=1 −𝜇)
.(1) 𝑑𝜇 𝑑𝜃

∞
0  

∞
0

 (17) 

 

𝑃(𝜗|𝑇𝑖)  =
 𝜃

∑ 𝛿𝑖𝑛
𝑖=1  𝑒

−𝜃 ∑ (𝑡𝑖
𝑛
𝑖=1 −𝜇)

∫ 𝜃
∑ 𝛿𝑖𝑛

𝑖=1 𝑒
−𝜃 ∑ 𝑡𝑖

𝑛
𝑖=1 (∫  𝑒𝜃𝜇 𝑑𝜇

∞
0 ) 𝑑𝜃

∞
0

= 0 (18) 

 

The result of the integral over the parameter μ is infinity, so that if the integral over 𝜃 is multiplied by infinity it 

will still produce an infinite value. This results in the posterior distribution equation being zero. So, parameter 

estimation using the linear exponential loss function method using the Jeffrey’s 𝑃(𝜗) prior cannot be applied. 

 

3.1.2. Analysis of bayes estimation with assuming parameter 𝜽 is constant and parameter 𝝁 is variable  

The first and second derivatives of 𝑙𝑛(𝐿(𝜗)) are as (19): 
 

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜇2 = 0 (19) 

 

Based on the results of the second derivative of the function 𝑙𝑛(𝐿(𝜗)) on the parameter 𝜇, the Fisher 

information value for the parameter μ can be described as (20) and (21): 
 

𝐼(𝜇)  = −𝐸 (
𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜇2 ) (20) 

 

𝐼(𝜇)  = 0 (21) 
 

The calculation results in (22) show that the Fisher information value is zero, so the parameter estimation 

cannot be applied assuming the parameter 𝜃 is constant and the parameter 𝜇 is variable. 

 

3.1.3. Analysis of bayes estimation with assuming parameter 𝜽 is variable and parameter 𝝁 is costant  

The first and second derivatives of 𝑙𝑛(𝐿(𝜗)) are as (22): 
 

𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜃2 = −
1

𝜃2 (22) 

 

Based on the results of the second derivative of the function 𝑙𝑛(𝐿(𝜗)) on the parameter 𝜃, the Fisher 

information value for the parameter μ can be described as (23) and (24): 
 

𝐼(𝜃)  = −𝐸 (
𝜕2 𝑙𝑛(𝐿(𝜗))

𝜕𝜃2 ) (23) 

 

𝐼(𝜃)  =  
1

𝜃2 (24) 

 

In accordance with the value of the Fisher information matrix obtained in (25), the Jeffrey’s prior distribution 
𝑃(𝜃) can be determined as (25): 
 

𝑃(𝜃) ∝
1

𝜃
  (25) 

 

Next, determine the formula for the posterior distribution. 
 

𝑃(𝜃|𝑇𝑖)  =
𝐿(𝜗).𝑃(𝜃)

∫ 𝐿(𝜗).𝑃(𝜃) 𝑑𝜃
∞

0

 (26) 

 

𝑃(𝜃|𝑇𝑖)  =
 𝜃

∑ 𝛿𝑖𝑛
𝑖=1  𝑒−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇).(

1

𝜃
)

∫ 𝜃
∑ 𝛿𝑖𝑛

𝑖=1  𝑒
−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇)

.(
1

𝜃
)𝑑𝜃

∞
0

 (27) 

 

𝑃(𝜃|𝑇𝑖)  =
 𝜃

(∑ 𝛿𝑖)−1𝑛
𝑖=1  𝑒

−𝜃 ∑ (𝑡𝑖
𝑛
𝑖=1 −𝜇)

∫ 𝜃
(∑ 𝛿𝑖)−1𝑛

𝑖=1  𝑒
−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇)

 𝑑𝜃
∞

0

 (28) 
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Estimating the previously unknown parameter 𝜃 comes next after obtaining the posterior distribution. In this 

research, the Bayesian linear exponential loss function method will be used to estimate the parameter 𝜃. The 

loss function 𝑙𝑜𝑠𝑠(𝜃̂; 𝜃) is described as (29): 

 

𝑙𝑜𝑠𝑠(𝜃̂; 𝜃) = 𝑒𝑥𝑝 (𝑎(𝜃̂ − 𝜃)) − 𝑎(𝜃̂ − 𝜃) − 1, 𝑎 ≠ 0 (29) 

 

In a two-parameter exponential distribution, the posterior expectation value (𝐸𝜃) of the loss function in (30) 

is minimized to produce the Bayesian linear exponential estimation of the parameter θ. This process is 

explained as (30) and (31): 

 

𝐸𝜃 (𝑙𝑜𝑠𝑠(𝜃̂, 𝜃))  = 𝐸𝜃[𝑒𝑎(𝜃̂−𝜃) − 𝑎(𝜃̂ − 𝜃) − 1] (30) 

 

𝐸𝜃 (𝑙𝑜𝑠𝑠(𝜃̂, 𝜃))  =  𝑒𝑎𝜃̂ . 𝐸𝜃(𝑒−𝑎𝜃) − 𝑎 (𝜃̂ − 𝐸𝜃(𝜃)) − 1 (31) 

 

The next step is to minimize (32) by finding the first derivative of 𝜃̂ then setting it to zero. So, we will get a 

Bayesian linear exponential estimator of the parameter 𝜃 as (32)-(34): 

 

𝜕(𝐸𝜃(𝑙𝑜𝑠𝑠(𝜃̂;𝜃)))

𝜕𝜃̂
= 0 (32) 

 

𝜕(𝑒𝑎𝜃̂.𝐸𝜃(𝑒−𝑎𝜃)−𝑎(𝜃̂−𝐸𝜃(𝜃))−1)

𝜕𝜃̂
= 0 (33) 

 

𝜃̂ = −
1

𝑎
(𝑙𝑛 (𝐸𝜃(𝑒−𝑎𝜃))) (34) 

 

From this estimator, the value of 𝐸𝜃(𝑒−𝑎𝜃) is then calculated which is the posterior expected value of 𝑒−𝑎𝜃  

so that it can be described as (35) and (36): 
 

𝐸𝜃(𝑒−𝑎𝜃) = ∫ 𝑒−𝑎𝜃  .
∞

0
 𝑃(𝜃 | 𝑇𝑖) 𝑑𝜃 (35) 

 

𝐸𝜃(𝑒−𝑎𝜃) = ∫ 𝑒−𝑎𝜃  (
 𝜃(∑ 𝛿𝑖)−1𝑛

𝑖=1  𝑒−𝜃 ∑ (𝑡𝑖
𝑛
𝑖=1 −𝜇)

∫ 𝜃
(∑ 𝛿𝑖)−1𝑛

𝑖=1  𝑒
−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇)

 𝑑𝜃
∞

0

)
∞

0
𝑑𝜃 (36) 

 

Thus, the parameter estimator 𝜃 from the two-parameter exponential distribution using the Bayesian linear 

exponential method is as (37): 
 

𝜃̂ = −
1

𝑎
(𝑙𝑛 (∫ 𝑒−𝑎𝜃  .

∞

0
 (

 𝜃(∑ 𝛿𝑖)−1𝑛
𝑖=1  𝑒−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇)

∫ 𝜃
(∑ 𝛿𝑖)−1𝑛

𝑖=1  𝑒
−𝜃 ∑ (𝑡𝑖

𝑛
𝑖=1 −𝜇)

 𝑑𝜃
∞

0

) 𝑑𝜃)) (37) 

  

3.2.  Implementation of bayes estimation analysis 

After obtaining parameter estimates from the two-parameter exponential distribution using the 

Bayesian linear exponential loss function approach based on Jeffrey’s prior and the assumptions that are met, 

namely the assumption parameter 𝜃 variable and the parameter 𝜇 considered constant. Next, the results of 

these parameter estimates will be applied to real data. The data that will be used is secondary data in the form 

of data on how long employees have worked before they experienced attrition in 2021. This data was 

obtained from the Kaggle.com website entitled “IBM HR Analytics Employee Attrition & Performance”. In 

this study, a sample of 50 employees was taken with a censorship limit based on age, namely 58 years. After 

determining the censorship limit, out of 50 employees who could be observed, there were 48 employees. 

Testing the data distribution is the first action that can be done before estimating parameters using actual 

data. This study employed a two-parameter exponential data distribution with the following hypothesis: 

𝐻0 = the data follow a two-parameter exponential distribution. 

𝐻1 = the data does not follow a two-parameter exponential distribution. 

By using the testing criteria 𝑎 = 0.05, the decision 𝐻0 will be rejected if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝑎. The 

results of the distribution suitability test obtained a 𝑝 − 𝑣𝑎𝑙𝑢𝑒 of 0.43377. This shows the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 0.05, 

so the decision is to accept 𝐻0. So, it can be concluded that the data on employee length of work in 2021 

follows a two-parameter exponential distribution.  
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After knowing the shape of the data distribution, the next step is to determine the estimated value of 

the 𝜇 parameter in the data on employee length of work in 2021. Based on the assumption that the 𝜇 

parameter is constant and the 𝜃 parameter is variable, the estimated value of the 𝜇 parameter will be taken 

from min(𝑇𝑖)  or 𝑇1. So, it can be said that the estimated value of the parameter 𝜇 is the same as the smallest 

T value from the data. The smallest T value from employee length of work data in 2021 is 1 year. Thus, it 

can be said that the 𝜇 parameter’s estimated value is 1.  

The data distribution has been met and the estimated value of the parameter 𝜇 has been determined. 

Next, the value of a is determined based on the estimation results that have been obtained. This is done by 

taking the value of a that is closest to the average value of all 𝜃̂ calculation results. The value of a has the 

condition that 𝑎 ≠ 0. The value of a that will be used is a=-0.25; -0.50; -0.75; -1 and a=0.25; 0.50; 0.75; 1. 

The average of all 𝜃̂ values is 0.126316. So, the value of 𝜃̂ that is closest to the average value is 𝜃̂ using the 

value a=0.25. Aside from that, it is evident that 𝜃̂ increases with decreasing a value. On the other hand, 𝜃̂ 

will have a smaller value if an is higher. Since there will be less of a discrepancy between the estimated and 

actual values, an increased value of a will yields more accurate estimation results. 

Once the value of a is known, the estimated value of parameter 𝜃 can be calculated. Based on the 

calculation results, the estimated parameter 𝜃 with a value of a=0.25 and 𝜇̂=1 in the employee length of work 

data in 2021 is 0.188605. The average length of time employees have worked is 6.29427 years. This shows 

that employees tend to experience attrition after working for a relatively long period of time. However, it also 

depends on the reasons that cause the attrition itself, such as retirement, illness, death, termination of 

employment, resignation, or other reasons. 

The probability that an employee will work before they experience attrition within a certain period 

of time can be determined by conducting a survival analysis. The chance that an employee can work for more 

than 40 years before they experience attrition is 0.0073 or 0.73%. This shows that the longer an employee 

works at a company, the less likely they are to stay at that company. This means that the possibility of 

employees remaining is very small after a certain period of time. As explained, this is also influenced by 

several reasons that cause attrition itself, such as retirement, illness, death, termination of employment, 

resignation, or other reasons that can increase the probability of attrition as the length of service increases. 

 

  

4. CONCLUSION  

The estimation results were applied to secondary data, namely data regarding the length of time 

employees worked before they experienced attrition in 2021. The research results show that the estimated 

value of the parameter θ is 0.188605. With an average value of 6.29427 years and an estimated probability 

value that an employee can work for more than 40 years before they experience attrition is 0.0073 or 0.73%. 

These findings suggest that after working for a considerable amount of time, employees typically experience 

attrition. The longer an employee works at a company, the less likely they are to stay at the company. So, the 

advice that can be given is that further research can be carried out regarding data on employee length of work 

in detail based on the factors that cause attrition in each employee, so that we can find out which factors 

cause attrition that dominate the most in the company. 

 

  

ACKNOWLEDGEMENTS 

We express our gratitude to Statistics Study Program, Faculty of Science and Technology, 

Universitas Airlangga for the opportunities and supporting in carrying out this research as a means of 

implementing learning materials. 

 

  

REFERENCES 

[1] S. G. Vignesh, V. Sarojini, and S. Vetrivel, “Employee attrition and employee retention-challenges & suggestions,” International 
Conference On Economic Transformation with Inclusive Growth, 2018. 

[2] A. Kurniawan, N. Avicena, and E. Ana, “Estimation of the shape parameter of Weibull distribution based on type II censored data 

using EM algorithm,” AIP Conference Proceedings, vol. 2264, p. 030011, 2020, doi: 10.1063/5.0025681.  
[3] H. J. Vaman and P. N. Tattar, Survival Analysis, Chapman and Hall/CRC, 2023. 

[4] J. O’Quigley, Survival Analysis, Springer International Publishing, 2021, doi: 10.1007/978-3-030-33439-0. 

[5] A. Wiranto, A. Kurniawan, D. A. Fitria, Suliyanto, and N. Chamidah, “Estimation of type I censored exponential distribution 
parameters using objective bayesian and bootstrap methods (case study of chronic kidney failure patients),” Journal of Physics: 

Conference Series, vol. 1397, p. 012060, 2019, doi: 10.1088/1742-6596/1397/1/012060.  

[6] Md. R. Karim and M. A. Islam, Reliability and Survival Analysis, Springer Singapore, 2019, doi: 10.1007/978-981-13-9776-9. 
[7] L. J. Bain and M. Engelhardt, Introduction to Probability and Mathematical Statistics, Duxbury, vol. 4, pp. 1-4, 1992. 

[8] S. M. Ross, Introduction to Probability and Statistics for Engineers and Scientists, Academic Press, 2021. 

[9] W. M. Bolstad and J. M. Curran, Introduction to Bayesian statistics, John Wiley & Sons, 2016.  



TELKOMNIKA Telecommun Comput El Control   

 

Bayes estimation of a two-parameter exponential distribution and its implementation (Ardi Kurniawan) 

1449 

[10] S. Shrivastava, S. Shukia, and N. Khare, “A stable variant of linex loss SVM for handling noise with reduced hyperparameters,” 
Information Sciences, vol. 646, p. 119402, 2023, doi: 10.1016/j.ins.2023.119402.  

[11] D. Calvetti and E. Somersalo, Bayesian Scientific Computing, Springer New York, 2023, doi: 10.1007/978-3-031-23824-6.  

[12] N. H. Al-Noor and S. F. Bawi, “Bayes Estimators for the Parameters of the Inverted Exponential Distribution under Symmetric 
and Asymmetric Loss Function,” Journal of Natural Sciences Research, vol. 5, no. 4, pp. 45-52, 2015.  

[13] A. Afriani, A. Kurniawan, and E. Anna, “Bayes Estimator Parameters Exponential Distribution of Type I Sensor Data Using 

Linear Exponential Loss Function Method Based on Prior Jeffrey,” International Journal of Statistical Distributions and 
Applications, vol. 9, no. 2, pp. 62-67, 2023, doi: 10.11648/j.ijsd.20230902.12.  

[14] M. A. Mohammed, S. N. Al-Aziz, E. M. A. Al Sumati, and E. E. Mahmoud, “Bayesian Estimation of Different Scale Parameters 

Using a LINEX Loss Function,” Computational Intelligence and Neuroscience, vol. 2022, no. 1, 2022, doi: 10.1155/2022/4822212. 
[15] N. Khatun and M. A. Matin, “A study on LINEX loss function with different estimating methods,” Open Journal of Statistics, vol. 

10, no. 1, p. 52, 2020, doi: 10.4236/ojs.2020.101004.  

[16] M. Nassar, R. Alotaibi, H. Okasha, and L. Wang, “Bayesian Estimation Using Expected LINEX Loss Function: A Novel 
Approach with Applications,” Mathematics, vol. 10, no. 3, p. 436, 2022, doi: 10.3390/math10030436.  

[17] M. A. Mohammed, H. M. Alshanbari, and A. A. H. El-Bagoury, “Application of the LINEX Loss Function with a Fundamental 

Derivation of Liu Estimator,” Computational Intelligence and Neuroscience, vol. 2022, no. 1, 2022, doi: 10.1155/2022/2307911. 
[18] E. T. Lee and J. Wang, Statistical methods for survival data analysis, John Wiley & Sons, 2003.  

[19] J. F. Lawless, Statistical models and methods for lifetime data, John Wiley & Sons, 2011.  

[20] A. H. Tolba, “Bayesian and Non-Bayesian Estimation Methods for Simulating the Parameter of the Akshaya Distribution,” 
Computational Journal of Mathematical and Statistical Sciences, vol. 1, no. 1, pp. 13-25, 2022, doi: 

10.21608/cjmss.2022.270897.  

[21] Y. R. Apriliani, N. K. Dwidayati, and A. Agoestanto, “Estimation of gamma distribution parameters on type II censored data 
using Fisher-scoring algorithms,” Unnes Journal of Mathematics, pp. 31-37, 2021, doi: 10.15294/UJM.V10I1.42802. 

[22] I. Sadok, M. Zribi, and A. Masmoudi, “Non-informative Bayesian estimation in dispersion models,” Hacettepe Journal of 

Mathematics & Statistics, vol. 53, no. 1, pp. 251–268, 2024, doi: 10.15672/hujms.1053432. 
[23] J. K. Kruschke, “Bayesian Analysis Reporting Guidelines,” Nature Human Behaviour, vol. 5, pp. 1282–1291, 2021, doi: 

10.1038/s41562-021-01177-7. 

[24] G. Casella and R. Berger, Statistical inference. CRC Press, 2024. 
[25] F. Zhang and C. Gao, “Convergence rates of variational posterior distributions,” The Annals of Statistics, vol. 48, no. 4, pp. 2180-

2207, 2020. 

  

  

BIOGRAPHIES OF AUTHORS  

 

 

Ardi Kurniawan     received the Bachelor’s degree in Mathematics from the 

Universitas Airlangga, Surabaya, Indonesia. He also received the Master’s degree in 

Mathematics (Statistics) from the Universitas Gajah Mada, Yogyakarta, Indonesia, and the 

Doctor’s degree in Statistics from the Universitas Airlangga. He has an expertise in 

experiment design and lifetime analysis. He is a lecturer of Statistics Study Program in 

Universitas Airlangga. He has published over 30 journal papers. His research interests are in 

multivariate analysis, lifetime analysis, decision theory, and experimental design. He can be 

contacted at email: ardi-k@fst.unair.ac.id. 

  

 

Johanna Tania Victory     received the Bachelor’s degree in Statistics from the 

Universitas Airlangga, Surabaya, Indonesia, in 2024. She is currently a fresh graduate with 

expertise in data analysis and statistical modeling. Her current research interests include life 

sciences, economics, medical, and education with some statistical methods include lifetime 

analysis and Bayesian analysis. She has active experience in various national and international 

researches. She can be contacted at email: johannataniav@gmail.com. 

  

 

Toha Saifudin     received the Bachelor’s degree in Mathematics from the 

Universitas Airlangga, Surabaya, Indonesia. He also received the Master’s degree in Statistics 

from the Institut Teknologi Sepuluh Nopember, Surabaya, Indonesia, and the Doctor’s degree 

in Statistics from the Universitas Airlangga. He has expertise in spatial statistics, lifetime 

analysis, and computational statistics. He is a lecturer in the Statistics Study Program in 

Universitas Airlangga. He has published over 30 journal papers. His research interests are in 

spatial statistics, lifetime analysis, nonparametric, and semiparametric regression. He can be 

contacted at email: tohasaifudin@fst.unair.ac.id. 

  

https://orcid.org/0000-0002-2840-2154
https://scholar.google.com/citations?user=Q62KxJwAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57834928500
https://www.webofscience.com/wos/author/record/LHA-3486-2024
https://orcid.org/0009-0003-1720-9054
https://scholar.google.co.id/citations?hl=id&user=IMMlHSUAAAAJ
https://www.webofscience.com/wos/author/record/LHA-4948-2024
https://orcid.org/0000-0002-6716-3096
https://scholar.google.com/citations?user=63_LFh0AAAAJ
https://www.scopus.com/authid/detail.uri?authorId=55639625400
https://www.webofscience.com/wos/author/record/GPG-2459-2022

