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 Despite significant advancements in deep learning methodologies for animal 

species classification, there remains a notable research gap in effectively 

addressing biases inherent in training datasets, combating overfitting during 

model training, and enhancing overall performance to ensure reliable and 

accurate classification results in real-world applications. Therefore, this 

study explores the complex challenges of dog species classification, with a 

specific focus on addressing biases, combatting overfitting, and enhancing 

overall performance using deep learning methodologies. Initially, the 

Stanford Dog dataset serves as the foundation for training, complemented by 

additional data from annotated datasets. The primary aim is to mitigate 

biases and reduce overfitting, which is essential for improving the 

performance of deep learning-based classification in terms of dataset size 

and computational time. Feature extraction and few-shot learning techniques 

are compared to assess and improve the model performance. The 

experimentation involves the utilization of optimal classifiers, specifically 

InceptionV3 and Xception. In order to tackle overfitting, a range of 

strategies are deployed, including data augmentation, early stopping, and the 

integration of dropout and freezing layers which particularly achieved a 

better performance with Xception on the augmented dataset. 
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1. INTRODUCTION 

In today’s world, the increasing number of animal species poses a challenge for humans to 

accurately differentiate between them, especially considering the similarities shared by some species. While 

classifying dogs can be done through an expert-based approach, where individuals with extensive knowledge 

of dog breeds make the classifications. However, this method is challenging due to the scarcity of experts. 

Another approach involves genetic testing, but it is both costly and time-consuming, especially considering 

the vast number of dog breeds worldwide, currently totaling 20,580 [1]. Hence, dog classification model has 

been developed to provide a more efficient and accessible solution to accurately differentiate between various 

dog breeds [2]-[4]. 

Overfitting is a common challenge in most of the existing research because a model for recognizing 

different types of dog species might focus too much on specific details from the available training data. This 

could cause it to perform poorly when attempting to identify unfamiliar creatures and make it even more 

difficult to differentiate between various species. Multiple studies highlighted the dataset imbalance, with a 

minimum of 10% of images featuring human interference has caused the model trained too long with too 

many parameters, which led to the reduction of validation accuracy [5]-[7]. The overfitting issue became 

https://creativecommons.org/licenses/by-sa/4.0/
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worse when a model like InceptionV3 was originally trained on the ImageNet library, and applying this pre-

trained knowledge to a new problem made the overfitting more severe [2]. 

There is a study that has shown that the integration of feature extraction technique can extract more 

information, making it beneficial for training models [8] but another research that relied solely on 

convolutional neural networks (CNN) for feature extraction may have overlooked essential information, 

potentially leading to inaccurate classification [9]. Besides, few-shot learning enables rapid learning from 

limited data, potentially reducing training time compared to traditional techniques requiring large datasets. 

The method tackles bias by adjusting decision boundaries for fair predictions. Through rigorous testing, the 

effectiveness of few-shot learning is proven in maintaining both accuracy and fairness across unseen tasks 

with limited training data [10]. 

This study aims to resolve the overfitting issue from classifier Xception and InceptionV3. After that, 

two techniques include feature extraction and few-shot learning are applied for evaluating the performance of 

model in terms of training time and handle overfitting issue. The contributions of this paper include: i) the 

methodology to address the overfitting issues in dog species classification and ii) comparing the impact of 

feature extraction and few-shot learning techniques to determine if these approaches improve or worsen the 

model’s performance and overfitting. 

The rest of this paper is organized as follows. In section 2, related work is introduced to explain the 

structure of Xception, Inception-V3, overfitting, feature extraction and few-shot learning. Section 3 discusses 

the methodology used in this study. In section 4, the performance of the proposed method is discussed and 

analyzed. Finally, section 5 provides a summary of the model’s performance and offers suggestions for future 

work. 

  

 

2. RELATED WORK 

Several studies revealed that numerous approaches have been attempted for dog classification using 

InceptionV3 and Xception. A comparative analysis of two deep learning models, InceptionV3 and Visual 

Geometry Group 16 (VGG16), for dog breed classification using the Stanford Dog dataset has addressed the 

challenge of differentiating between similar-looking breeds through the utilization of transfer learning and 

data augmentation techniques [1]. InceptionV3 achieved a significantly higher accuracy of 85% compared to 

VGG16’s 69%, highlighting the effectiveness of transfer learning in enhancing model performance for this 

task [1]. 

Besides, the study on dog breed identification using Xception model also achieved a superior 

performance with a validation accuracy of 91.9% over VGG19, neural architecture search (NAS) network 

mobile (NetMobile), and EfficientNet version 2 medium (EfficientNetV2M) [11]. However, the model 

combining two pre-trained models from InceptionV3 and Xception, shown a superior performance with an 

accuracy of 92.4% [11]. The authors addressed the issue of overfitting by employing transfer learning and 

data augmentation techniques, demonstrating the effectiveness of combining pre-trained models and reducing 

overfitting problem [11]. Applying dropout and freeze layer are recognized as the effective ways to overcome 

overfitting problem [12]-[14]. These techniques, combined with careful dataset management and diagnostic 

tools like learning curves, can significantly reduce the risk of overfitting [15]-[18]. The learning curve 

illustrated in Figure 1 offers insights into the model’s learning progression over time [19], [20]. If the training 

error, represented by the blue line, decreases while the validation error, represented by the red line, either 

remains stagnant or increases, it suggests a potential overfitting problem. In such case, the training process 

can be halted early using early stopping technique. 
  

 

 
 

Figure 1. Sample of learning curve with overfitting problem 
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On the other hand, few-shot learning aims to recognize new classes with very few labeled examples, 

which is particularly useful when traditional techniques have limited datasets [21]-[24]. By using Vision 

Transformer to encode image patches, this approach captured more detailed and diverse features from limited 

data [25]. This model has shown a better performance after applying a combination of feature extraction and 

few-shot learning techniques. 

 

 

3. METHOD 

The method of this study begins by investigating the impact of combining the annotated dataset with 

or without augmentation. As depicted in Table 1, four experiments are carried out with Xception and 

InceptionV3 as classifiers. The first experiment involves using annotated dataset applied with and without 

augmentation to determine whether augmentation helps in solving the overfitting problem. The second 

experiment focuses on fine-tuning the model with various hyperparameters, which is intended to mitigate 

overfitting problem. This includes adjusting parameters like dropout and freezing layers to optimize the 

classification performance while minimizing overfitting problem. Hence, the optimal configuration that 

balances model complexity with generalization capability can be achieved. 
 

 

Table 1. Experiment details 
Experiment Model development Objectives 

1 Annotation with or without augmentation Solve overfitting 

2 Hyperparameter fine-tuning Solve overfitting 
3 Feature extraction+fine-tuning Enhance performance and prevent overfitting 

4 Few-shot learning+fine-tuning Enhance performance and prevent overfitting 

 

 

Next, the third experiment explores the impact of combining feature extraction techniques from 

multiple pre-trained models. By combining these features, the model increases the capability at 

understanding complex patterns of features and improves the classification performance. However, the 

experiment also scrutinizes whether overfitting recurs despite the application of dropout and layer freezing 

techniques. This experiment seeks to determine if the integration of feature extraction will effectively 

enhance the model performance without compromising its ability to generalize to unseen data. The final 

experiment investigates the application of few-shot learning technique. This approach is evaluated to 

understand its effect on model performance and training efficiency. Few-shot learning aims to reduce the 

dependency on large amounts of training data and computational resources while potentially maintaining or 

improving accuracy. The integration of few-shot learning should be able to prevent overfitting problem while 

reducing the overall training time and computational cost. 

 

3.1.  Data preprocessing 

The dataset Stanford Dogs is obtained from ImageNet, which includes 120 breeds of dog [25]. In 

data preprocessing, the dataset is divided into three partitions: 80% for training, 10% for testing, and 10% for 

validating the model’s performance, ensuring a diverse set of examples for learning and validation. To 

improve the quality of the training dataset, annotation technique is used. Subsequently, the preprocessed 

images undergo data augmentation techniques to enhance the diversity of the training dataset. The 

augmentation procedure includes horizontal flipping, where images are mirrored horizontally, aiding the 

model in learning features from various orientations. 

 

3.2.  Classification 

The performance of InceptionV3 and Xception models are compared for image classification. Table 2 

shows the parameter configuration for InceptionV3. Beginning with the base model in Figure 2, it outputs 7×7 

spatial size and 2,048 channels. A global average pooling 2D layer reduces the dimensions, followed by a 

dense layer with 120 neurons as the classifier. Total parameters are 22,048,664, mainly from the non-

trainable InceptionV3 which is displayed in Table 2. Additionally, the model utilizes the Adam optimizer, 

which typically employs a learning rate of 0.001. The architecture emphasizes an efficient transfer learning 

with specific task adaptation in the dense layer. 

Table 3 and Figure 3 show the parameters configuration of Xception by applying global average 

pooling to condense its output to a 2,048-dimensional vector, preserving key features. A dense layer with 120 

neurons and softmax activation then convert this vector into class probabilities for 120 target classes. This 

addition of a dense layer introduces 245,880 trainable parameters, enhancing the model’s classification 

capabilities while leveraging Xception’s strong feature extraction. Additionally, the model utilizes the Adam 

optimizer, which typically employs a learning rate of 0.001. 
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Table 2. Parameter list of inceptionV3 model 
Layer (type) Output shape Parameter 

Inception_v3 (Functional) (None, 5, 5, 2,048) 21,802,784 
Global_average_pooling2d_1 (GlobalAveragePooling2D) (None, 2,048)  0 

Dense_1 (Dense) (None, 120) 245,880 

Total parameter: 22,048,664  
Trainable parameters: 245,880  

Non-trainable parameters: 21,802,784 

 

 

 
 

Figure 2. InceptionV3 architecture 
 
 

Table 3. Parameter list of xception model 
Layer (type) Output shape Parameter 

Xception (Functional) (None, 10, 10, 2048) 20861480 
Global_average_pooling2d (GlobalAveragePooling2D) (None, 2048) 0 

Dense_1 (Dense) (None, 120) 245880 

Total parameter: 21107360 
Trainable parameters: 245880 

Non-trainable parameters: 20861480 

 

 

 
 

Figure 3. Xception architecture 

 

 

3.3.  Feature extraction 

Then, the combination of feature extraction from various architectures like Xception, InceptionV3, 

VGG16, ResNet50, and MobileNetV2 with pre-trained models underscores a strategy focused on leveraging 

deep convolutional layers. This integration utilizes the strengths of architectures such as Xception and 

InceptionV3 to extract diverse visual features from input data. By incorporating pre-trained models with 

learned weights and parameters from extensive training on large-scale datasets, the methodology effectively 

initializes the model for specific tasks or domains. This initialization minimizes the requirement for 

additional training, enabling swift deployment in various computer vision applications across diverse datasets 

and tasks. After combining feature extraction from these architectures, the model undergoes training with 

classifiers specifically to Xception and InceptionV3. 

 

3.4.  Few-shot learning 

On the other hand, the few-shot learning model employing InceptionV3 and Xception architectures 

with Prototypical Networks adopts a distinct strategy to address biases and overfitting. It begins by creating a 

custom dataset tailored for few-shot task, which is then divided into training, validation, and testing subsets. 

The model undergoes optimization using stochastic gradient descent (SGD) along with a MultiStepLR 

scheduler, and its performance is assessed on both validation and testing datasets. Functions for training 

epochs and evaluating tasks are implemented to ensure effective adaptation to new classes, with the model 

training fixed at 50 epochs. 

In few-shot learning, the training and testing sets consist of entirely different classes, ensuring no 

overlapping samples. The training process involves selecting a query set and a support set from the training 

data. In a typical setup like 5-shot 1-way, the support set includes five different classes, which are randomly 

sampling from the training set. The query set is similarly constructed with five images, each from one of the 

five classes chosen in the support set. During training, the model analyzes an image from the query set and 
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compares it with images in the support set to determine the closest matching class between the support set 

and query image. This comparison helps the model learn to make predictions based on minimal samples. Pre-

trained on a large and diverse dataset, such as ImageNet, followed by this fine-tuning process on the specific 

few-shot task, allows the model to generalize well to new classes with only a few samples. 

 

 

4. RESULTS AND DISCUSSION 

In the first experiment, annotated dataset is combined with and without augmentation images to 

assess the effect of augmentation to mitigate overfitting problem. Table 4 presents the results, showing that 

performance of both classifiers applied on the annotated and augmentation datasets achieved a slightly better 

accuracy result, which are 90% and 84 % for Xception and InceptionV3 respectively. It is worth noting that 

the value of distance between training loss and validation loss of both models has reduced as compared to the 

values of distance for annotated dataset without augmentation. Nevertheless, even though the performance 

increases for accuracy, instances of overfitting persisted. Augmentation only led to a slight improvement of 

accuracy result as the diversity of dataset has expanded. Although the accuracy performance is the highest 

when using annotated dataset with augmentation, overfitting problem remains evident as there is a significant 

gap between the training loss and validation loss as illustrated in Figures 4(a) and (b). 

 

 

Table 4. Comparative performance of both models for different types of datasets 
Classifier Augmentation Accuracy (%) Distance between loss 

Xception No 87 0.3194 

Yes 90 0.2478 

InceptionV3 No 81 0.7824 
Yes 84 0.5244 

 

 

  
(a) (b) 

 

Figure 4. The risk of overfitting problem for annotated dataset with augmentation; (a) Xception and  

(b) InceptionV3 

  

 

4.1.  Hyperparameter fine-tuning 

To overcome the overfitting problem, the model incorporates early stopping, dropout layers, and 

layer freezing. All training models are trained using only 10 epochs. In such cases, the model is unlikely to 

have sufficient time to overfit excessively within this short training period. The primary purpose of early 

stopping is to identify the point at which further training does not lead to better validation performance, but 

with only 10 epochs, the model’s performance will not have enough iterations to drastically worsen following 

an initial improvement. 

Figure 5 shows that the overfitting problem maintains in both Xception and InceptionV3 models 

after early stopping. In Figure 5(a) the Xception model stopped at epoch 6 with accuracy 88% while in 

Figure 5(b) the InceptionV3 model stopped at epoch 7 with accuracy 90% which is notably impressive. This 

indicates that while the model fits the training data well, early stopping does not perform as well on the 

validation set, which is a hallmark of overfitting. Therefore, the benefits of early stopping are minimal in this 

scenario because the training is completed quickly, and the risk of overfitting is inherently lower due to the 

limited number of training epochs. While early stopping did not significantly reduce overfitting problem but 

shows a slight improvement in the performance of both models. So early stopping technique still not 

considered solving the overfitting problem.  
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(a) (b) 

 

Figure 5. Model loss after early stopping in hyperparameter tuning; (a) Xception (epoch 6) and  

(b) InceptionV3 (epoch 7) 
 
 

Based on Table 5, Xception and InceptionV3 models achieved the accuracy of 88% and 87% 

respectively, by utilizing a 50% dropout rate and L2 weight regularization with an optimal approach 

involving freezing 50 layers to achieve the best performance. Figures 6(a) and (b) shows the results after 

combining dropout and layer freezing, demonstrating that this combination effectively balances the 

regularization of neural network. The gap between training loss and validation loss has significantly reduced 

compared to the model loss graph from Figures 5(a) and (b), thereby solving the overfitting problem. 

Therefore, by leveraging dropout and freezing layers strategically, the model retains robust features while 

adapting effectively to new data, enhancing overall performance and generalization of the neural network. 

The distance between loss values in Table 5 is also smaller compared to Table 4. The Xception model only 

suffers a distance between loss of 0.1409 compared to 0.2478 that not yet applied hyperparameter fine-

tuning. Similarly, the InceptionV3 model shows a lower distance between loss of 0.1213 compared to 0.5244 

from Table 4. 
 

 

Table 5. Summary of fine tunning results 
Fine tune Classifier Accuracy (%) Training time Distance between loss 

Dropout=0.5 

Freeze layer=50 

Xception 88 412 m 2.1 s 0.1409 

InceptionV3 87 530 m 9.4 s 0.1213 

 

 

  
(a) (b) 

 

Figure 6. Model loss for augmented dataset after fine tuning; (a) Xception and (b) InceptionV3 

 

 

4.2.  Feature extraction 

To ensure good performance after addressing overfitting, different combinations of feature 

extraction techniques are investigated in the third experiment. This involves using a common classifier, 

Xception and InceptionV3, to classify images based on features extracted from various pre-trained models. 

Additionally, all classifier models undergo the optimal dropout and layer freezing from the second 

experiment, to prevent overfitting problem. Table 6 shows the results of various combinations of feature 

extraction techniques. Comparing these results to Table 5, the integration of various feature extraction 

techniques reveals a significant deterioration in the overall performance in terms of accuracy and training time. 
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Table 6. Performance of different combination of feature extraction result 
Feature extraction Classifier Accuracy (%) Training time Distance between loss 

VGG16+ 
Resnet50+ 

MobileNetV2 

Xception 74 419 m 56.8 s 0.9660 
InceptionV3 63 468 m 20.7 s 1.0430 

Xception+ 
Resnet50+ 

MobileNetV2 

Xception 79 369 m 41.5 s 0.6749 
InceptionV3 78 1,895 m 8.2 s 0.7014 

Resnet50+ 
MobileNetV2 

Xception 76 582 m 49.1 s 0.8750 
InceptionV3 64 403 m 54.9 s 0.8250 

MobileNetV2 Xception 78 589 m 9.4 s 0.8940 

InceptionV3 67 492 m 40.1 s 0.7170 

 

  

The results from different combinations of feature extraction revealed several unexpected 

performance issues. Firstly, the accuracy of the all model with feature extraction is lower than previous 

experiment results of Xception and InceptionV3, which has minimized the overfitting problem. Despite 

implementing techniques like dropout and layer freezing, overfitting persists and the average time usage for 

all the combinations of feature extraction. These issues may be attributed to the complexity and redundancy 

introduced by combining multiple feature extraction techniques, which lead to an increased computational 

burden and noise in the extracted features. The expansive nature of a high-dimensional feature space can 

indeed contribute to overfitting, wherein the model is prone to fitting noise or irrelevant patterns, rather than 

capturing the essential relationships in the data. Furthermore, the inclusion of diverse features from various 

models might lead to inconsistencies and conflicts, reducing the overall performance of the model. 

 

4.3.  Few-shot learning 

After that, few-shot learning is employed to assess its impact on the Xception and InceptionV3 

models, specifically to improve the performance of classifiers and prevent the overfitting problem. 

Comparing to the results in Table 7, it can be observed that the performance of the few-shot learning model is 

significantly better than the third experiment. The overfitting problem remains resolved with few-shot 

learning, whereas the overfitting recurs when integrating with feature extraction techniques. 

However, the results of few-shot learning in Table 7 reveal a slightly lower performance, which is 

81% for Xception and 79% for InceptionV3 compared to Table 5. This difference can be attributed to few-

shot learning’s reliance on a smaller amount of training data, leading to a potential trade-off between model 

complexity and generalization of the neural network. Despite this limitation, few-shot learning remains 

valuable, particularly in resource-constrained scenarios. Although the accuracy of the few-shot learning 

model drops by 7% for Xception and 9% for InceptionV3, the training time has reduced by approximately 

30% for both classifiers. 

 

  

Table 7. Performance of few-shot learning with both classifiers 
Feature extraction Classifier Accuracy (%) Training time Distance between loss 

Few-shot Xception 81 283 m 5.7 s 0.1373 

InceptionV3 79 300 m 6.7 s 0.1275 

 

  

5. CONCLUSION 

In conclusion, this study highlights the effectiveness of employing techniques such as data 

augmentation, dropout layers, and layer freezing in mitigating overfitting and enhancing the performance of 

deep learning-based classification for dog species. With this, the objective of solving overfitting is achieved 

by using data augmentation to introduce variability into the training dataset, thereby enhancing the model’s 

ability to generalize to unseen data. Following augmentation, fine-tuning techniques such as dropout and 

freezing layers are applied. This dual strategy ensures the model learns robust features without memorizing 

noise or irrelevant details, striking a balance between complexity and generalization in deep learning. The 

use of Xception as the classifier demonstrated the best and more consistent performance compared to 

InceptionV3, likely due to its architectural advantage in handling spatial and channel-wise dependencies. 

Based on the experimental results involving dropout and freeze layers, the combination of feature extraction 

techniques did not lead to an improvement in performance. While few-shot learning offers a promising 

approach for the scenario with limited data, its effectiveness perhaps falls behind the big and augmented 

datasets. However, it requires less time for training, thereby reducing computational cost, and effectively 

mitigates overfitting problem. 
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