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Abstract 
This paper presents a multiple objects recognition method using the SURF and the SIFT 

algorithm. Both algorithms are used for finding features by detecting keypoints and extracting descriptors 
on every object. The randomized KD-Tree algorithm is then used for matching those descriptors. The 
proposed method is deletion of certain features after an object has been registered and repetition of 
successful recognition. The method is expected to recognize all of the registered objects which are shown 
in an image. A series of tests is done in order to understand the characteristic of the recognizable object 
and the method capability to do the recognition. The test results show the accuracy of the proposed 
method is 97% using SURF and 88.7% using SIFT.  
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1. Introduction 

Object recognition can be accomplished using feature-based algorithms. The process is 
divided into two parts, feature detection and feature matching. Feature detection is a process of 
detecting keypoints of an object and extracting them into descriptors so that they can be 
matched. This process can be solved using many algorithms, such as SURF [1], SIFT [2], or 
Zernike moments [3]. There are two phases of feature detection, training phase and testing 
phase [4]. All objects features detected in the training phase are saved in database. Feature 
matching is a process of comparing features detected in the training phase with the features 
detected in the testing phase. Object recognition accuracy depends on the detected keypoints, 
extracted descriptors, and the matching process [5].  

Multiple object recognition can be achieved using many methods, such as using 
different object detectors simultaneously [6], segmenting image using the SLIC superpixels 
method [7], sliding window method, or a hierarchical pyramid structure [8] which almost works 
the same way as the sliding window method. Another different method such as in crowd 
counting also can be used by applying Linear Interpolation for camera distortion calibration [9], 
while multiple brands in images can be done using sliding window method [10]. 

The most problem while implementing sliding window is that the recognition times 
become slower after each image division. In this paper, we  propose a simpler method which is 
done by just deleting features of recognized objects in one image processing and then repeating 
the recognition based on the keypoints without any repeated image segmentations.  

From the original SIFT or SURF, we only can get keypoints of one image. To find one 
inquiry object (I) in one image (S), both images need to be processed to yield keypoints. Then 
by matching I-keypoints to the S-keypoints using Randomized KD-tree [11], similarity between 
two objects can be reached. From the last processing, it turns back one of three results namely 
a true recognition, false recognition, or not found. If there are two objects I in S, both SIFT and 
SURF only shows one matched. To solve this problem, we propose a technique to recognize 
multiple objects that fast and also can identify multiple identics objects that lay on S. 

 
 

2. Research Method 
An object is recognized if the features matching process gives a true recognition result. 

In this experiment, forty objects from various product brands with different characteristics such 
as size, shape, and pattern difference are used in this test. Every brand image (I) is processed 
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one by one using SIFT and SURF algorithm and their detected and extracted keypoints are 
saved in database. To identify multiple objects in an image (S), every I-keypoints is matched 
with S-keypoints. The following sections describe how the multiple objects recognitions  without 
and with features deletion. 

 
2.1. Multiple Object Recognition 

Multiple different-object (non identics) recognition shown in Figure 1 is a process that 
only one object of the same brand is recognized regardless of their occurrences in an input 
image. However if in one image (S) contains non identics brands, almost all of the brands will be 
found. This is one of the characteristics of the original SIFT and SURF algorithms.  

 

 
Figure 1. Multiple different-objects recognition 

 
 

To identify multiple identics and non identics objects, we propose an idea as shown in 
Figure 2, that is by deleting keypoints located in the found-object area after first loop searching. 
The process is then repeated by feature matching again until no feature is left.  The next section 
will discuss how this idea works fast and without repeating recognition processing from the 
beginning. 

 

 
 

Figure 2. Multiple identics-objects recognition 
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2.2. Features deletion 
From Section 2.1 have been described that multiple objects recognition consists of 

multiple different-objects recognition and multiple identics-objects recognition. In order to realize 
the multiple identics-objects recognition process, the following steps are needed to be done. 
1.  Objects which will be recognized are registered by saving the detected keypoints and the 

extracted descriptors in the database. Figure 3 shows the keypoints of a chosen object 
registered in database. 

 
 

 
 

Figure 3. The detected keypoints of the object registered in database are represented in dots 
 
 

2.  Features of an input image can be found by detecting keypoints and extracting descriptors 
using SURF or SIFT. Figure 4 shows an example of the input image. The presented image is 
made negative just to make it clear. The image consists of two identics objects which need 
to be recognized.  

 

 
Figure 4. Two identics objects in the input image. 

 
 

3.  Descriptors in the input image are compared to the descriptors of the registered objects. The 
original SIFT/SURF algorithm will only recognize one object regardless how many times the 
process is repeated. Figure 5 shows that only the second object is recognized because most 
of the keypoints of this object are matched with the keypoints of the identics object in the 
database. 

 

 
 

Figure 5. The process only recognizes the second onject, even if it is repeated 
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4.  Figure 6 shows the region of interest (ROI) marked in white area. Features located in this 
ROI belong to the second object. Therefore, they will be deleted since they have been 
matched in the first-loop recognition process. 

 

 
 

Figure 6. The keypoints collection of the second object are located in ROI and surrounded 
within the white area.  

 
 

5.  The features in the ROI are deleted by nullifying the descriptors. It can be seen from Figure 7 
that there are no features in the ROI. Then, by repeating step three, the first object is finally 
recognized. Figure 8 shows that after deleting features and repeating the third step. 

 

 
 

Figure 7. The ROI without features 
 
 

 
Figure 8. The first object is finally recognized. 

 
 

6.  Steps 3-5 are repeated until there is no recognized object in the input image. 
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3. Results and Analysis 
The object characteristics and the system performance tests are run on a laptop using 

Intel® Core™ i5-4200M CPU @ 2.50GHz Processor and 2.00 GB of RAM. 
 
3.1. Objects Characteristics 

Object characteristics can be classified as size, shape, and pattern of the object. These 
characteristics give different number of detected keypoints. Different number of detected 
keypoints will affect the features matching result. A true recognition is a condition where an 
object in the testing phase is recognized based on the identical object in the training phase. 

The 10 registered objects shown in Table 1 are chosen based on their difference in 
characteristics. They are tested 30 times in order to find the minimum number of keypoints 
needed to obtain the true recognition rate above 80%. 

 
 
Table 1. Objects with different characteristics give different number of keypoints 

Object Number Objects 
Number of detected keypoints 
SURF SIFT 

1 Chocolatos 135 348 
2 Pejoy 323 1085 
3 Semnylight 14 186 
4 Yo 44 248 
5 Tango 75 229 
6 Raspicam 133 506 
7 Formula 174 304 
8 Wonderland 533 1700 
9 Gofruit 59 488 

10 Gerysaluut 39 190 

 
 

 
 

Figure 9. True recognition on 10 chosen objects using SURF and SIFT algorithms 
 
 

Figure 9 shows that object number 4 has a true recognition rate above 80%. From 
Table 1, this object has 44 keypoints. This concludes that the success factor is not limited on 
the number of keypoints. For example, object number one has 135 detected keypoints using 
SURF but the recognition result is below than 50%. It can be understood that external factor 
such as light reflection on the object also affect the true recognition rate. Figure 10 shows that 
some part of the object number one is hidden because of light reflection, therefore making 
features detection inaccurate. In general, the recognition result above 80% can be reached if 
the keypoints are more than 44 and object not giving too much reflection. 

 
3.2. The Method Performance 

From the 40 registered objects, 10 of them are randomly put in a single image for 30 
times test. Therefore, total number of objects in all images is 300(ܶ). The result can be seen in 
Table 2. 
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Figure 10. Object number one 
 

 
Table 2. Result of the method performance test 

Number of truly recognized 
objects  

Number of capturing an image using 
SURF 

Number of capturing an image using 
SIFT 

݊ (times) ݑ (݊) ൈ 	݊ (times) ݒ ݑ ൈ  ݒ
6 0 0 1 6 
7 1 7 3 21 
8 1 8 7 56 
9 4 36 7 63 

10 24 240 12 120 
Total 30 291 30 266 

True Recognition (ࡾࢀ) 88.7% =ࢀࡲࡵࡿࡾࢀ 97% =ࡲࡾࢁࡿࡾࢀ 
Misdetection (ࡰࡹ) 11.3% 3% 

 
 

TR and MD in Table 2 are calculated using the following equation. 
 

 ܴܶௌ௎ோி ൌ 	
∑ ௡ೕ	ൈ௨ೕ
భబ
ೕసబ

்
	ൈ 	100%  (1) 

 

 ܴܶௌூி் ൌ 	
∑ ௡ೕ	ൈ௩ೕ
భబ
ೕసబ

்
		ൈ 	100%  (2) 

 
ܦܯ  ൌ 	100%െ ܴܶ	ሺ%ሻ  (3) 

 
In the Table 2, 10 objects (݊) can be recognized well 24 (ݑ) and 12 (ݒ) times using 

SURF and SIFT algorithm consecutively. Moreover, from 300 objects, SURF gives 97% 
success recognition. This is 8.3% better than SIFT.  
 
 

 
 

Figure 11. Multiple object recognition using features deletion method 
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Figure 11 shows the result of multiple object recognitions using features deletion 
method. To make the result clear, the image is shown in negative, the black-box rectangles are 
befall on the original rectangle results, and the two ellips are added to show the unrecognized 
objects. The eight recognized objects can be seen within the bold black rectangles. While two 
objects can not be recognized because of reflections as in object number one and small number 
of keypoints as in object number three.  
 
 
4. Conclusion 

Multiple objects recognition can be realized using the features deletion method. 
Features in the testing phase are compared to all features in the training phase. Features in 
recognized object are deleted before the recognition process is repeated. Higher number of 
keypoints will gives higher true recognition rate. External factor such as light reflection also 
affect the true recognition rate. The test results in this experiment show that an object is 
recognizable if there is a fixed part of the object which has more than 44 keypoints. The 
accuracy of the proposed method based 40 registered objects and 30 times test is 97% using 
SURF and 88.7% using SIFT. 
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